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Goals

• Provide Control System infrastructure for NML 
and associated test stands
– Data acquisition, control, archiving, …

• Support efficient testing of cavities and 
cryomodules and associated instrumentation

• Support integration of externally developed 
instrumentation

• Develop new hardware and software control 
system concepts appropriate for Project X
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Controls Scope

• Computing and Networking infrastructure
– Consoles, front-end computers

• Timing system and distribution
• Control System infrastructure and services

– Software frameworks, archiving, alarms, etc.
• General Purpose front-ends (ADC + digital I/O)
• Vacuum and Motion control subsystems
• RF and instrumentation are different subsystems 

but use the control system infrastructure
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Strategy

• Current HTS uses mix of EPICS, DOOCS (DESY) 
and ACNET (Fermilab system)

• Plan for NML uses ACNET as the core system 
while supporting EPICS “underneath”
– Leverage substantial infrastructure and experience
– ACNET core services (archiving, alarms, save/restore)
– Many subsystems in “native” ACNET
– EPICS display screens (EDM) can be launched from 

ACNET consoles and access EPICS & ACNET devices
– EPICS front-ends (IOCs) can be put under ACNET

• EPICS devices thus available to applications, alarms, 
standard archivers, save/restore, etc.

– Allows externally developed subsystems in EPICS to be 
integrated
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Control System Overview 
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Accomplishments

• Computing infrastructure
• Network infrastructure
• Timing Infrastructure
• Control Room
• Ready for CC2 at NML

– Timing system
– RF Interlocks
– Motion Control
– Cryo data into ACNET for display and logging
– Vacuum
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NML Timing Crate
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CC2 Motion Control System
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NML Control Room
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CC2 Base Display (EDM)
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CC2 Klystron Interlocks (EPICS)
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HINS Timing (EPICS)
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HINS Timing (ACNET)
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NML Cryo Parameters (ACNET)
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NML Logged Cryo Data (ACNET)
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CC2 Cryo Display (ACNET)
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HINS RFQ Control -
 

EDM
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HINS RFQ Control -
 

ACNET
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RFQ Control –
 

ACNET -
 

Firefox
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Plans

• Support hardware systems as they are added
– CC2 in progress
– Cryomodule 1 summer/fall
– Cryomodule 2 next year
– …

• Incorporate injector when it moves from A0
– Preliminary plan for required hardware exists
– Additional work on machine protection and application 

software will be required for beam operation
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Plans

• Prototype new things applicable for Project X
– New timing protocol
– Machine protection
– New hardware platforms
– New software infrastructures

• Controls currently done by Fermilab personnel
– ~10 people; ~3 FTEs; shared with HINS

• Instrumentation or other subsystems developed 
elsewhere in EPICS could be integrated
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Plans

• Equipment needed includes
– Network switches
– Console computers
– Front-end processors
– General purpose ADC/Digital I/O front-ends
– Motion Control hardware

• Propose purchasing equipment for injector + 4 
cryomodules with ARRA funds
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Conclusions

• NML control system will integrated with the main 
Fermilab control system
– Will support EPICS subsystem integration

• Basic ingredients are operational for CC2 at NML
• Straightforward to extend to cryomodules as they 

become available
• As well as supporting SCRF work, NML provides 

a good test bed for main control system 
upgrades for the NOνA era and Project X
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